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ABSTRACT 

In this study, a hybrid-model imaging system combining fluorescence and ultrasound (US) was investigated with the 
motivation of providing structural priors towards improvement of fluorescence reconstruction. A single element 
transducer was scanned over the sample for anatomy. In the fluorescence part, a laser source was scanned over the 
sample with the emission received by an EMCCD camera. Synchronization was achieved by a pair of motorized linear 
stages. Structural information was derived from the US images and a profilometry and used to constrain reconstruction. 
In the reconstruction, we employed a GPU-based Monte Carlo simulation for forward modeling and a pattern-based 
method to take advantage of the huge dataset for the inverse problem. Performance of this system was validated with two 
phantoms with fluorophore inclusions. The results indicated that the fluorophore distribution could be accurately 
reconstructed. And the system has a potential for the future in-vivo study. 
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1. INTRODUCTION 
Hybrid-model imaging methods have been widely studied with the goal of exploiting molecular information. So far, 
investigations have been conducted to incorporate different anatomical imaging modalities with fluorescence imaging. 
Several studies combined X-ray CT with fluorescence to better quantify and localize fluorophore distribution. For 
example, Fang et al combined X-ray imaging with diffuse optical tomography (DOT) for diagnosis of human breast 
cancer [1]. In a recent study, A. Ale et al combined X-ray CT with FMT and conducted experimental studies with 
different mice models, which demonstrated that the dual-modality system would be a potent tool for small animal 
imaging studies [2]. MRI has also been investigated to guide fluorescence functional imaging in both human and small 
animal scenarios [3–5]. Finally, ultrasound imaging, with the advantages of low cost and non-invasiveness, has been 
employed as a complement to fluorescence imaging. For example, C. Snyder et al employed US imaging to assess tumor 
size in mice to provide guidance for fluorescence imaging [6]. Also, Zhu et al used 2D US structural prior for a better 
fluorescence reconstruction in terms of localization and quantification [7]. 

In a previous study, we combined 3D US imaging with PMT-based fluorescence tomography to explore both anatomical 
and functional images, and compared results with previously reported US-Fluorescence systems [8]. Herein, we describe 
an upgraded system with respect to sampling precision and reconstruction technique. We evaluated this system using 
two phantoms with different geometries of inserted inclusions in the form of fluorescent tubes. Each tube was filled with 
Cy5.5 fluorophore at different concentrations. In the fluorescence imaging subsystem, an EMCCD camera was used to 
image sample from its top side with raster scanned illumination from the opposite side controlled by a pair of motorized 
linear stages. Acoustic imaging scanning was achieved using the same stages with micrometer step-size to recover 
accurate structural images. For fluorescence reconstruction, the forward model was simulated by the GPU-based Monte 
Carlo algorithm [9], and the fluorescence was reconstructed by the Levenberg-Marquardt (LM) minimization method 
with a regularization term encoding the structural information obtained by US and constraining the inverse problem [10]. 
Comparing to our previous system, the system described in this paper showed improvements in both optical recording 
and acoustic sampling. When associated with the GPU-based Monte Carlo reconstruction, this imaging system is 
expected to result in an improved quantification and localization of fluorophore distribution in-vivo supported by 
phantom data. Therefore, this multimodal imaging has the promise to contribute in animal study to explore both 
anatomical and functional information. 
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2. METHOD 
2.1 System design 

As shown in Fig. 1, a continuous wave (CW) laser beam (658nm, HL6512MG, Thorlabs) was delivered through an 
optical fiber to illuminate the bottom of sample. Before being coupled into the fiber, the laser beam was filtered by an 
optical band-pass filter D650/20 (Chroma Technology). On the opposite side, the emitted photons were selected by an 
optical filter (FF01-716/40, Semrock), then reflected by a mirror and eventually collected by an EMCCD camera 
(NüvüCamēras). For optical imaging, the region of interest (ROI) was imaged in a raster-scanned fashion controlled by a 
pair of motorized linear stages (LSM100B, Zaber). For US imaging, a single element transducer was used (10 MHz, 
Diameter 0.25’’, F=10cm, Olympus); and the imaging was conducted in a water media in order to couple ultrasonic 
pulse-echoes. A home-made electronic board drived the laser diode, pulsed the transducer, sampled ultrasonic signals 
and communicated with a computer via a USB link. In addition, a projector (PK101, Optoma) projected a white-black 
pattern on the sample to extract the boundary contour using a FFT profilometry method [11]. 

 
Fig.1. Overview of the system 

2.2 Reconstruction 

A GPU-based Monte Carlo (MC) algorithm was employed as the solver of forward modeling. The detail of the 
formularization can be found in Ref. [9]. The reconstruction was performed by the LM method [10] using the update 
equation (1): 
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where χ is the fluorescence field, herein, the product of extinction coefficient, concentration, and quantum yield of the 
fluorophore. The term i represents the current iteration number. The matrix L encodes the structural priors; and the 
regularization term LTL is incorporated into the update equation to constrain the inverse problem [10]. The terms ΦMeas 
and ΦC represent the experimental and simulated measurement, respectively. The weight matrix (or sensitivity matrix) W 
is simulated by the Monte Carlo method mentioned above, and it can be normalized by a diagonal matrix consisting of 
the initial value of the fluorescence field [12]. Finally, λ is the regularization parameter which is most commonly defined 
empirically, or calculated as the square of the ratio of the standard deviation in the measured data to the standard 
deviation of the unknown [10]; moreover, the value of λ is updated over iterations depending on the change of projection 
error [13]. The reconstruction converged when the change of the projection error between two iterations was less than 
2%. In addition, a maximum of eight iterations was predefined since over eight iterations the error in estimating the 
unknown tends to increase [10].   

Because of the camera-based imaging, the measured dataset is relatively massive. The computation would be 
considerably time consuming if simulating photon propagations in the reconstruction volume at every pixel was done on 
the detection side. To avoid high computation as well as extract the efficient information from the measurement, a 
pattern based reconstruction approach was considered. As explained in Ref. [14], one usually performs a singular-value 
decomposition (SVD) to simplify the forward model. By this method, the principal components contributed to the 
reconstruction can be extracted and projected in measurement space so that the most important information can be kept. 
Therefore, the trimmed dataset results in a more efficient and less massive computation. An example of employing this 
method was shown in Ref. [15]. Bélanger et al used a pair of digital micro-mirror devices (DMD); one was to generate 
illumination patterns; another one was to generate detection patterns to convolve with boundary emission. Thus a single 
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PMT was employed to collect the pattern-convolved emission which resulted in quantitative volumetric reconstruction. 
Inspired by these works, we incorporated the pattern-based method into the conventional raster-scanned transmission 
imaging. In the illumination side, the laser source was scanned over the ROI point by point. However, in the detection 
side, each image was convolved with a detection pattern. There, a detected image having many pixels could be reduced 
to a single data of measurement. In fact, for each image, several patterns consisting of sinusoidal waves of different 
frequencies were used. Typically, patterns of low spatial frequencies were preferably employed because the most 
important signal of diffuse fluorescence imaging was at low frequencies.  

3. EXPERIMENTS 
3.1 Phantoms 

We characterized the system and evaluated the reconstruction using two homogeneous phantoms. (1) The first one was a 
semi-cylinder geometry of ~18 mm diameter, and with optical properties of µs’=1 mm-1 and µa=0.01 mm-1; (2) the 
second one was a semi-cylinder geometry of ~15 mm diameter with optical properties of µs’=1 mm-1 and µa=0.01 mm-1. 
As shown in Fig. 2, in the first phantom, one hole was made so that a cylindrical fluorescent tube having varying 
diameters (from ~2 mm to ~4 mm) could be inserted. In the second phantom, a node shaped tube of inner diameter 
~1mm was included during molding. 

 
Fig. 2. a. The schematic of the first phantom; b. the inclusion tube in the second phantom. 

3.2 Experiment 

In experiments, a concentration of 250nM Cy5.5 was injected into the tubes of the two phantoms, respectively. As the 
Fig. 3 shows, different ROIs (in color) were imaged for each phantom. For every phantom, the laser source was scanned 
with 2 mm steps. The scan steps were ~100 µm for acoustic recording for every case. In Fig. 3-a, the fluorescence image 
is overlaid on the picture of the phantom. The intensity of the fluorescence signal varied according to the change of the 
tube dimension along its length. In Fig. 3-b, the patterned image from the projector for this phantom is shown. From the 
phase shift of the white-black lines, the surface contour was extracted using a FFT profilometry algorithm [11]. The 
obtained contour of the first phantom is shown in Fig. 3-d. In Fig. 3-c, one slice of US image is presented. The slice is 
along the Y axis and across the middle position of the X axis according to the ROI shown in color in Fig. 3-a. Results for 
the second phantom were similar. As shown in Fig. 3-e, the fluorescence signal overlaid on the phantom picture was 
presented. Also, in Fig. 3-f, the patterned image was presented. However, because both of these two phantoms have 
similar geometry, only the contour of the first phantom was presented. Finally, three slices of US image were shown in 
Fig. 3-g/-j/-i. The slices are along the Y axis and across three different positions of the X axis according to the ROI 
shown in color in Fig. 3-e. As shown, the US images of the second phantom suffered from secondary echoes. This could 
be solved by adjusting the distance between the transducer and the sample. 
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Fig. 3. The 1st phantom: a. fluorescence signal overlaid on the picture of the phantom; b. image with white-
black strips pattern; c. a slice of US image; d. the surface contour. The 2nd phantom: e. fluorescence signal 
overlaid on the picture of the phantom; f. image with white-black strips pattern; g-i. three slices of US image as 
marked by the square in yellow color. 

The reconstruction was performed using the method described in the section 2.2. For the forward problem of each 
phantom, a rectangular parallelepiped volume was created; and by incorporating the information of the contour, air was 
put in the simulation to be separated from the region of phantom. Herein, as mentioned in the last subsection, a set of 
homogenous optical properties was assumed in each phantom. The fluorescent tube was not distinguished by different 
optical properties to simulate an in-vivo case, in which the optical properties of lesion would not be often known. 
Moreover, in order to provide structural priors of the inclusions for the reconstruction, the US images had to be 
segmented. For the first phantom, the region of the fluorescent tube was segmented using a threshold. However, for the 
second phantom, of which the structure of inclusion is much more complicated, the fluorescent tube was segmented 
manually. Thus, the US structural information was used as a soft-prior to constrain the reconstruction [10]. Again, to 
simulate an in-vivo case, same homogenous initial values were used in both phantoms. As mentioned above, the 
reconstructed fluorescence field is the product of fluorophore concentration, quantum yield, and extinction coefficient. In 
every reconstruction, we used quantum yield of 0.23 and extinction coefficient of 2.5×10-5 mm-1nM-1, which can be 
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results. However, the CNRs of the reconstruction of the second phantom were lower than those of the first phantom at 
both concentrations. That was because lower camera gain was used for the second phantom because of its smaller 
dimension, which implyed a lower signal to noise ratio (SNR) of the measurement.   

 
Fig. 5. Quantification of the reconstructions. 

4. DISCUSSION 
In this paper, we presented the design of a dual-modality imaging system combining fluorescence and ultrasound. 
Comparing to our first version, this system was upgrated with respect to optical sampling and acoustic recording. 
Benefiting from the US image and the boundary contour, one could extract the structural prior information for the 
reconstruction, which has been already reported by several studies being beneficial to the reconstruction. Associated 
with the imaging strategy, we described the reconstruction technique to take advantage of the huge dataset. Using the 
GPU-based Monte Carlo method, we simulated the photon propagation for the forward model. With this technique, we 
managed to compute a sensitivity matrix encoding the relationship between a point-based illumination and a pattern-
based detection. For the inverse problem and image reconstruction, we convoluved each pattern image with every 
detected image as one measurement. To be specific, a total of 32 sinusoidal patterns of different spatial frequencies 
images were chosen. The spatial frequencies were from π/4 to 4π, which was expected to extract the low-frequency 
components of the measurement. Overall, with this reconstruction mechanism, we reduced the size of measurement but 
kept the more important part of it for the reconstruction. Finally, to evaluate the reconstrutions from different 
experiments in a consistent way, we used a constant set of reconstruction parameters. Consequently, the reconstruction 
precision was 72% in the worst case and 91% in the best. And in all cases, the CNR was above 5. 

Improvement could be achieved upon the following modifications. First, functional priors might be included in the 
forward modelling in order to get a more realistic sensitivity matrix. Moreover, the pattern images could be optimised so 
that the maximal information will be extracted from the detected images without increasing the number of patterns.  

5. CONCLUSION 
In this paper, a dual-modality imaging system was introduced. While the study has been limited to phantoms, it indicates 
potential for application in animals. The extension of this study will be molecular imaging with cancerous mice. 
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